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Multi-parameter fusion algorithm for auto focus
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A multi-parameter fusion algorithm (MPFA) for auto-focus (AF) is discussed. The image sharpness evalu-
ation algorithm (ISEA) and zoom tracking method (ZTM) are combined for AF. The zoom motor position
(z) and background complexity (c) are regarded as the main parameters of this algorithm. A priority table
depending on z and c is proposed. Modified ISEA or ZTM is adopted according to the priority table value.
The hardware implementation of the MPFA on Texas Instruments’ Davinci digital signal processor is also
provided. Results show that the proposed scheme provides faster focusing compared with the conventional
approaches.
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At present, zoom lenses have been utilized widely in var-
ious industrial applications. Auto-focus (AF) algorithm
is an important factor in determining the imaging qual-
ity of a digital still camera (DSC)[1−3]. There are two
ways to implement AF, namely, active AF and passive
AF. In literature, only passive AF methods have been
discussed, although some conventional passive AF meth-
ods have been introduced. In this letter, we introduce a
new AF approach, the multi-parameter fusion algorithm
(MPFA), which merges the image sharpness evaluation
algorithm (ISEA) and the zoom tracking method (ZTM)
according to a priority table. The priority table is based
on zoom motor position (z) and background complexity
(c). Results show that the MPFA provides higher focus-
ing speed compared with conventional methods.

There are two prevalent methods used in realizing
passive AF: ISEA and ZTM[4], and each has many
algorithms, including sharpness evaluation operators,
look-up table, geometric, and adaptive zoom tracking.
However, these algorithms have several general draw-
backs. Firstly, a complex background image results in
local peak values of the image definition. In addition,
more time is required in searching for the maximum
definition value when using ISEA[5−14]. Secondly, the
look-up table method uses a large amount of memory,
and no mechanism is provided to select the right trace
curve when the zoom motor is moved towards the tele-
angle direction; this is due to the one-to-many mapping
problem. Thirdly, in the geometric ZTM, offset between
the estimated trace curve and true trace curve gradually
increases for the zoom motor positions towards the tele-
angle direction. Fourthly, the adaptive ZTM improves
the tracking accuracy at the expense of tracking speed[4].
Thus, a more effective AF approach is necessary. The
new MPFA presented in this letter can solve these prob-
lems in various ways.

There are numerous evaluation functions for digital im-
age sharpness, including variance operator, power gradi-
ent operator, and Laplacian operator. The performance
of each operator is different in relation to focusing speed.

The output of high-pixel color charge-coupled

device/complementary metal-oxide semiconductor
(CCD/CMOS) image sensors are RAW format image
data. In conventional methods, data are restored in
BMP or JPEG formats, the color space conversion is
taken, and image definition is evaluated via luminance
or green (G) component. However, these methods are
not so efficient that they require a large quantity of cal-
culation and are also time-consuming.

According to the above discussion, the gradient oper-
ator model, which is directly based on RAW format, is
provided by

F =
∑
matx

∑
maty

(f2
x(matx, maty) + f2

y (matx, maty)), (1)

where

g(matx, maty) = 0.299×R(matx, maty) + 0.587×
G′(matx,maty) + 0.114×B(matx,maty), (2)
fx(matx, maty) = g(matx+1,maty)−

g(matx, maty), (3)
fy(matx,maty) = g(matx, maty+1)−

g(matx, maty). (4)

In the above expressions, “mat” is a MAT unit, which
has one red (R) element, two G elements, and one blue
(B) element in the RAW format image acquired. In ad-
dition, (matx, maty) is the MAT unit with coordinate (x,
y), F is the focus value, g(matx,maty) is the gray value
in (matx, maty), and G′(matx, maty) is the average of
the two G-components in (matx, maty).

The detailed gradient operator based on RAW format
is not presented here. When obtaining the focus value of
each frame according to Eq. (1), hill-climbing algorithm
is used to find the in-focus position.

ZTM depends on the zoom motor positions and the
focus motor positions conjointly[15−18]. Figure 1 illus-
trates the ZTM system. Cam mechanism is adjusted by
zoom motor to change the combination focal length f of
1G and 2G lens units. Zoom PI and focus PI represent
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the signals of zoom lens position and focus lens position,
respectively. Hence, in order to obtain clear image from
the sensor, the image distance v must be adjusted to
meet the imaging formula for a given object distance.
In this respect, the position of the image sensor is not
easy to change, but the position of the 3G lens is often
changed to implement auto focus. Thus, once the combi-
nation focal length f of 1G and 2G lens units is changed,
a unique in-focus plane correspondence will be obtained.

A group of zoom tracking curves comprises each scene.
A scene consists of the following modes: macro, middle
focus, and far focus. Differences exist among the three
modes. The trace curves can be obtained through the
following steps. The object distance is dk and the zoom
motor position is zi. Conventional AF method is used
to obtain the in-focus image, and the position of focus
motor fdk

(zi) is recorded. In this method, focus motor
positions are obtained from zwide to ztele. Trace curve
with object distance dk is also obtained. Consequently,
trace curves in different object distances are obtained.
Figure 2 shows the results of this method.

The software flow chart of ZTM is shown in Fig. 3. In
this chart, the key component is in-focus motor position
estimation. Thus, it is critical to obtain the zoom track-
ing curves accurately and objectively. However, when
the trace curves are in the nonlinear region, choosing the
right trace curve is difficult and time-consuming.

As mentioned above, both ISEA and ZTM have flaws.
Thus, a new AF method, the MPFA, is presented.

When sharpness evaluation algorithm is used, finding
the in-focus plane takes more time particularly when the
background image is complex. ZTM suffers from inaccu-
racy especially when the zoom motor position is moved
towards the tele-angle direction, i.e., it is more than zb,

Fig. 1. ZTM system.

Fig. 2. Zoom tracking curve.

Fig. 3. Conventional ZTM software flow.

 

 

Fig. 4. MPFA software flow.

which represents the boundary position between the lin-
ear and nonlinear regions of the trace curves. When
z ≥ zb, the trace curve is nonlinear. z and c are com-
bined in the MPFA, and the software flow is illustrated
in Fig. 4. To decide which approach should be used in
the process of AF, z was obtained by zoom PI first, and
the obtained zoom motor positions were sorted in ascend-
ing order: {z1, z2, z3, z4, z5, · · · }. The complexity of the
background was then calculated according to the image
acquired. The values {c1, c2, c3, c4, c5, · · · } represent the
sorted c in descending order. Here, c is the ratio between
k and the number of adjacent pixels:

c =
k

2MN −M −N
. (5)

where k is the number of the two adjacent pix-
els which have been changed; M and N denote the
length and width of computing window of the image,
the number of the two adjacent pixels is thus given
byM × (N − 1) + N × (M − 1) = 2MN −M −N .

As defined above, c has two properties: 1) 0 ≤ c ≤ 1,
and 2) larger c corresponds to larger complexity of im-
age, and vice versa.

A priority table was designed based on z and c (Fig. 5).
The region determined by z and c was divided into two
parts: D1 and D2. ZTM was adopted for AF in D1, and
ISEA was adopted in D2. Consequently, the advantages
of each method were fully utilized, and the disadvantages
were avoided.
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Fig. 5. Design of priority table for the AF algorithm.

Fig. 6. Picture of the developed hardware platform based on
TMS320DM6446.

Each acquired frame corresponded to a priority table
value P stated in

P = P (c, z)
0 ≤ c ≤ 1
z1 ≤ z ≤ zN

}
. (6)

The value of P based on z and c was determined by
imaging system, and the right method for AF was cho-
sen.

In Fig. 5, z is the current position of the zoom motor,
ztele is the zoom lens position of tele-angle, zwide is the
zoom lens position of wide-angle, zb is the boundary
zoom position, and cthreshold is the threshold value of c.
cthreshold was also determined using our platform. When
z ≤ zb and c ≥ cthreshold, that is, the value of priority
table P is in D1, the image is too complex so that ZTM
should be chosen. When z ≥ zb or c ≤ cthreshold, that is,
P is in D2, ISEA should be chosen.

A hardware implementation of the proposed MPFA is
presented by applying a typical DSC platform. The plat-
form applied Texas Instruments’ TMS320DM6446 digital
media processor, image sensor, and lens head (Fig. 6).

In order to verify the focusing speed of the MPFA, we
acquire 50 scenes from the object distance of 5 m and 50
scenes from 50 cm by ISEA, ZTM, and the MPFA. The
maximum time consumption of the MPFA is given in
Table 1, which also shows the four parts comprising time
consumption. Table 2 shows the average time consump-
tion of each method and MPFA performance compared
with those of the conventional AF algorithms (ISEA and
ZTM) in terms of focusing speed. The results show that
the proposed MPFA provides faster focusing compared
with the conventional methods.

Table 1. Time Consumption of the MPFA

Item Time Consumption

Zoom Tracking Time max = 16t∗

Fine Scan Time 1.5t

Definition Computing Time 78 ms

Focusing Time max = 0.5t

∗t is determined by the speed of the minisize stepper motor,
and the system is used in t ≈ 100 ms.

Table 2. Computational Performance of the Three
Approaches

Approach Required Time (ms)

ISEA 2352

ZTM 1960

MPFA 1878

In conclusion, a MPFA combining ISEA and ZTM is
presented for AF. The zoom motor position and back-
ground complexity are the main parameters of this al-
gorithm. A priority table based on these parameters is
proposed to choose MPFA or ZTM for AF. Hardware im-
plementation of the MPFA is provided. It is shown that
the proposed scheme provides faster focusing compared
with the conventional approaches.
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